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ABSTRACT
Online food ordering has become commonplace due to its conve-
nience. The wide variety of culinary choices, combined with fast
and economical door-delivery services, encourages more people to
order food online. To facilitate this process, food vendors, including
restaurants, often provide full menus on their websites, typically
in visual formats such as images or PDFs. While this is convenient
for sighted users, blind and visually impaired (BVI) individuals
face significant challenges accessing these visual menus with their
screen reader assistive technology. An interview study with 12
BVI screen reader users revealed that present assistive tools do not
adequately satisfy the needs of these users, with issues ranging
from text-ordering errors, to inaccurate inferences (e.g., incorrectly
categorizing a Caesar salad with anchovies as vegetarian), to misin-
terpretation of symbols and legends. Moreover, the users expressed
a need for a screen reader-tailored interface to access the informa-
tion in menus. To address these access barriers and users’ needs,
we present AccessMenu, a browser extension that automatically
detects visual menus in restaurant websites, uses multi-modal large
language models to extract and analyze the menu content, and
re-renders it in a conveniently navigable HTML format accessible
with screen readers. AccessMenu also enables BVI users to issue
natural language queries, allowing them to efficiently distill specific
information from the menus. In a user evaluation with 10 blind par-
ticipants, AccessMenu significantly outperformed a state-of-the-art
solution in usability and task workload, by providing convenient
menu navigation and query-based menu filtering capabilities.

∗Both authors contributed equally to this research.
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1 INTRODUCTION
The landscape of the restaurant industry has witnessed a profound
transformation in the last decade with the proliferation of online
food ordering platforms. The convenience offered by online plat-
forms has revolutionized the way consumers engage with restau-
rants and other dining establishments. According to recent statistics,
the global online food delivery market has experienced exponential
growth of $294 billion1. In the fast-moving and busy world, order-
ing food online from restaurants has become more efficient and
convenient for people all over the world. To facilitate convenient
online ordering, food establishments present digital online menus
on their websites, so that customers can obtain an overview of
available dishes along with associated information such as price,
ingredients, customization options, and sometimes even pictures.
While these menus significantly elevate the food-ordering expe-
rience for sighted customers, the menus pose significant access
challenges for blind and visually impaired (BVI) customers, partic-
ularly those who interact with digital content using screen reader
assistive technology (e.g., JAWS [72], NVDA [7], VoiceOver [10]).

1https://en.wikipedia.org/wiki/Online_food_ordering
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Figure 1: (A) The original restaurant menu. (B) Output from JAWS Convenient OCR. (C) The AccessMenu interface, where the
red box highlights the natural language query field, the yellow box indicates the voice-input button, and the green box is the
submit button. (D) The updated AccessMenu interface showing only the subset of menu items matching the user’s query.

A screen reader narrates content and assists BVI users in nav-
igating the web using keyboard shortcuts. However, this naviga-
tion is predominantly one-dimensional, requiring users to method-
ically traverse elements on a web page to find the desired element
or information. While text elements are simply read out using
text-to-speech, visual elements such as images are handled via
either website-provided alternative textual descriptions, i.e., alt
text, or automatic AI-generated texts describing the visual content
[5, 6, 31, 41]. While such alt texts are suitable for simple images that
can be fully described using captions, they are impractical and inade-
quate in case of complex two-dimensional document images such as
restaurant menus (see Figure 1A). Consequently, blind screen reader
users typically rely on AI-driven assistive tools [22, 37, 53, 75, 81]
to access information in image documents such as menus.

However, in an interview study with 12 BVI participants, we
found that the present assistive tools are inadequate in their ability
to address the BVI users’ challenges and needs with regards to inter-
action with visually complex and information-rich documents such
as restaurant menus. The participants stated that interacting with
assistive-tools’ OCR outputs was cumbersome and mentally taxing
with a screen reader, as the information layout in the outputs often
did not logically match the screen reader narration order. For exam-
ple, in the information extracted from the menu in Figure 1A, the
screen reader reads out “Scrambled Egg” after “Omelette”, instead

of reading out the ingredients and price of “Omelette”. The partic-
ipants also reported hallucinations in AI applications due to lack
of contextual awareness (e.g., answering ‘vegetarian’ to a question
about a Caesar salad in the menu that clearly lists anchovies as one
of the ingredients) and legend misinterpretations (e.g., mistaking
vegetarian icon for the vegan icon). Additionally, a majority of the
participants expressed a need for an alternative BVI-friendly user
interface for quick-and-easy perusal of menu items, and they also
provided design ideas regarding this user interface.

Informed by the findings of our interview study, we designed
and developed AccessMenu, a browser extension that automati-
cally builds a semantics-based menu model (list of menu items and
properties of each item including customization options for each
item, item category, etc.) from online restaurant menu images using
multimodal large language models (MLLMs), and then leverages
this menu model to provide an alternative menu interface tailored
for both convenient screen reader navigation and natural language
query access. As illustrated in Figure 1C, AccessMenu presents
users with a proxy menu interface, where the linearly-organized
menu items are conveniently navigable using basic screen reader
shortcuts. Moreover, as seen in the figure, AccessMenu enables the
user to quickly and accurately access specific information about
menu items via natural language queries (e.g., suggest meat-based
appetizers). Key technical innovations of this work include the de-
velopment of a robust multimodal pipeline capable of extracting

2
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and contextualizing menu information, and a seamless integration
of this pipeline into a real-time browser extension. This system
effectively bridges the gap between visual menu content and acces-
sibility requirements, offering BVI users a faster and more intuitive
interaction with online menus.

An evaluation of AccessMenu in a user study with 10 blind par-
ticipants showed significant improvements in the usability, task
workload and overall user experience with online restaurant menus,
compared to a state-of-the-art OCR-based solution. A majority of
the participants also stated that the AccessMenu interface would
motivate them to be more active in ordering food online and con-
sider a plethora of food options andmake an informed dining choice.
In sum, this paper makes the following contributions.

• The findings of an interview study detailing the usability
issues faced by BVI screen reader users while accessing
restaurant menus online for ordering food.

• The design and evaluation of a novel AccessMenu browser
extension that presents inaccessible/unusable restaurant
menus via alternative BVI-friendly interfaces using MLLMs.

2 RELATED LITERATURE
2.1 Web Interaction Using Screen Readers
Extensive research has been conducted to explore the complexities
and challenges involved in interacting with web content using a
screen reader [4, 9, 12, 13, 16, 43, 44, 64, 80]. An early work by Lazar
et al. [43] identified significant access barriers that persist despite
established accessibility guidelines [5], including poorly designed
page layouts, technical conflicts between screen readers and web
applications, and the absence of alt text for images. Borodin et
al. [16] further investigated the strategies adopted by screen reader
users to circumvent the web-interaction issues, and found that the
users typically resorted to increasing the speech rate and using the
headings’ hotkeys to efficiently navigate the web content. More
importantly, they observed that the screen reader vocabulary of
most users was limited to a handful of basic screen reader shortcuts.
Similar to these seminal works, more recent research efforts in this
area have also investigated and uncovered numerous accessibility
and usability issues of screen reader users in different web inter-
action scenarios [33, 70, 79]. While such investigations of issues
are generic across the web, and therefore applicable to a certain
extent to online restaurant menus, they do not capture the unique
domain-specific issues that screen reader users face when inter-
acting with online restaurant menus. We address this knowledge
gap via an interview study with 12 blind participants, aiming to
uncover their pain points, needs, and preferences while navigating
and interacting with restaurant menus online.

Prior research has also explored solutions to overcome the nu-
merous accessibility and usability challenges for screen reader
users [11, 26, 27, 30, 36, 45, 59, 61, 63–65, 73, 77, 82, 83]. These
solutions include automatic captioning of visual content [25, 48,
50, 60], web automation [11, 66, 67, 84], natural language assis-
tants [12, 20, 28, 54], and even alternative third-party navigation
devices [14, 15, 27, 30, 36, 46, 61, 64, 65]. While these solutions do
significantly enhance usability of web screen reading in general,
they are currently limited in their ability to address the specific
issues that arise when interacting with online restaurant menus.

The arrangement of content in a typical menu is highly visual, with
the document layout itself used to implicitly convey the semantics
associated with the listed menu items. Moreover, many restaurant
menus are in PDF or image formats so it is not possible to use the
aforementioned generic web-based solutions to address the interac-
tion problems. To fill this void, we present AccessMenu, a solution
that specifically focuses on enhancing usability of visual-rich online
documents, particularly restaurant menus.

2.2 Visual Document Understanding
Visual document understanding (VDU) tasks (e.g., visual question
answering) involves the interpretation and analysis of a wide range
of digital documents, including but not limited to forms, tables,
reports, and academic papers [8, 51, 92]. The techniques employed
in VDU can be broadly classified into two primary categories. The
first category focuses on accomplishing the VDU tasks by aligning
images with annotations sourced from external optical character
recognition (OCR) systems [34, 35, 78, 88], whereas the second cate-
gory comprises approaches that process document images directly,
without relying on external OCR tools [42, 47, 55].

LayoutLMv2 [88], a notable example of the first category, lever-
ages OCR to extract text and bounding boxes from visually-rich
documents, combining text, layout, and image data for enhanced
document understanding. By integrating OCR output during pre-
training with spatial-aware self-attention, LayoutLMv2 captures
document context more effectively. A contemporary example of the
second category, the OCR-free Donut model [42] simplifies VDU
tasks by eliminating dependency on OCR engines, directly mapping
document images to structured outputs using a ‘transformer-only’
architecture. Through pre-training with custom curated synthetic
data (SynthDoG [42]) and fine-tuning across diverse VDU tasks,
Donut has demonstrated strong performance and has also been
generalized across multiple languages and document types.

More recently, large language models (LLMs) such as LMDX [62],
BLIP [49], LLaVA [56], MiniGPT-4 [91], and mPLUG-Owl [90]
have demonstrated significant capabilities in accomplishing VDU
tasks in visually-rich documents via minimal instructions [19, 86].
However, despite the impressive zero-shot reasoning capabilities
demonstrated by multimodal LLMs, studies have shown that these
LLMs face challenges in comprehending text-rich images [57]. Re-
cent studies have also explored the effectiveness of MLLMs in
Visual Question Answering (VQA), an important VDU task that
involves accurately responding to questions based on the visual
information in documents such as receipts, forms, and research
papers [39, 40, 58]. Current VQA solutions employ an assortment
of natural language processing and computer vision techniques to
accurately answer posed questions [38, 76, 85]. However, none of
the existing multimodal LLMs have been previously investigated for
their efficacy in handling unique-style documents such as restau-
rant menus. In this paper, we conduct an in-depth investigation
of MLLMs like GPT-4 [89], Claude [21], and LLaMA 3 [24] for in-
formation extraction and reasoning tasks on documents such as
restaurant menus. Additionally, we explore the efficacy of MLLMs
in comprehending menu-related queries and reasoning logically
over menu content to generate valid responses.

3
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3 UNCOVERING USABILITY ISSUES
We conducted an Institutional Review Board (IRB)-approved semi-
structured interview study with 12 blind participants to uncover
their current interaction challenges and needs while accessing on-
line restaurant menus.

3.1 Participants
We recruited 12 blind screen reader users (6 female, 6 male), with
an average age of 49.41 years (Median = 49, SD = 16.59, Range =
31-68). The inclusion criteria required the participants to be profi-
cient in web screen reading and familiar with restaurant websites.
All participants stated that they order food through phone at least
once every week. Also, none of the participants had residual vision
good enough to visually interact with digital content using screen
magnifiers. The participants did not have any additional impair-
ments, such as motor or hearing difficulties, that could affect their
ability to complete study tasks effectively.

3.2 Interview Design and Procedure
The interviewswere semi-structuredwith seed questions pertaining
to the following topics:

• Food ordering habits. E.g., How often do you order food?
How do you order food? How do you choose restaurants
for ordering food?

• Experience with restaurant menus. E.g., What assistive
technologies do you use to access menus online? What
issues do you typically face while accessing these menus?
How do you tackle these issues?

• Needs and preferences. E.g., Do you have any design sug-
gestions formaking thesemenusmore screen reader friendly?
What kind of additional support do you think you will need
to better access online menus?

The interviews were conducted remotely via Zoom conferencing
software2. At the beginning of the study, informed consent was
obtained remotely via the Docusign service [23]. The experimenter
then engaged the participant in conversations about the topics,
starting with the seed questions. During the interview, the partici-
pant was also encouraged to explain responses through illustrations
on actual restaurant websites. Each interview lasted about 45 to
60 minutes. Each of the participants was compensated with a $25
Amazon gift card.

3.3 Data Collection and Analysis
With the participants’ permission, all interviewswere audio-recorded
and also screen-captured (for capturing illustrations). We did not
retain any personal or identifiable information besides the basic
demographic details. We analyzed the collected and transcribed
qualitative data using the standard open coding technique followed
by axial coding [68]; we iteratively went over the user responses
and identified key insights and patterns that reoccurred in the data.

3.4 Findings
The notable themes that emerged from the qualitative analysis are
presented next.
2https://www.zoom.com/

Access menu online but order food through phone. Most par-
ticipants stated that they preferred ordering over a phone call after
perusing the menu online either on their computers or smartphones.
These participants stated that most restaurant employees do not
have the time to patiently describe the menu over the phone, and
they often put them on hold for long durations. Therefore, they
prefer to be ‘more-or-less decided’ before calling the restaurant. As
for not ordering online, the participants stated that most restau-
rant websites are not usable and sometimes not accessible, which
previously caused them to make mistakes such as ordering extra
portions of food and ordering unintended dishes.

Most restaurant menus require additional assistive tools be-
sides screen reader for access to its information. Almost all
participants mentioned that they often had to rely on additional
tools, predominantly OCR software to access content in menus,
since these menus were mostly in image or PDF formats, both of
which are not conducive to screen reader-based interaction. A few
participants, who were adept at using screen readers, also men-
tioned using AI assistants often to query information in the menus.

Current assistive tools do not provide sufficient support to
interact with menus. Most participants mentioned that the OCR
outputs of present assistive tools (e.g., JAWS Convenient OCR, AB-
BYY FineReader) often contained errors or inconsistencies. More-
over, they also stated that mentally parsing OCR output based on
audio alone was cognitively taxing, as the screen reader narration
order of the OCR output did not often match their expected ‘logi-
cal’ order implicitly conveyed through visual cues. This was best
expressed by the participant P8: “The OCR output is often a mess. I
need to figure out which part is linked to which other part. Suppose I
hear Appetizers from the screen reader, I am naturally expecting the
next thing to be the name of an appetizer, instead I hear eleven dollars,
and now I need to figure out which dish costs eleven dollars”. Some of
the participants who used other LLM-based assistive tools such as
ChatGPT, mentioned that these tools often provided incorrect or
confusing responses to their queries. For example, P4 stated: “I am
careful when picking food, because I don’t want fish or meat in what
I order. I once asked ChatGPT to list vegetarian dishes in a restaurant
menu, and its response contained many dishes which my friend said
had fish sauce or seafood ingredients in them. Sometimes, I think it
also gets confused between vegetarian and vegan, as it only mentions
vegan dishes when I ask for all vegetarian dishes.”

Ask friends or family members for obtaining specific infor-
mation.Nearly two-thirds of the participants stated that they often
‘jointly’ explored the menus with their sighted companions. The
participants further stated that this joint interaction mostly entailed
question-answering, where they asked their sighted companions a
variety of questions or ‘doubts’ regarding the menu.

Need for an alternative interface to access menus. All par-
ticipants specified a need for a ‘new’ interface to peruse menus
using a screen reader. Seven participants mentioned that linear
organization of menu items was more convenient for screen reader
navigation. Two participants further suggested the idea of a popup

4
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interface that could present the menu items in a linear arrange-
ment, preferably as a list. One of these participants, P5, asked: “Is
it possible to put the menu items in one single list within a popup
window? I can then go through menu linearly without missing any-
thing”. Four other participants suggested including an assistant in
the interface for quickly querying information in the menu. One of
these participants P2 stated: “I would rather just ask the AI to give
me all the gluten-free menu items instead of going over all the items
myself and filtering them out one-by-one.”

Summary. The interview study revealed several pain points and
needs of blind screen-reader users when they interact with online
menu documents. From the study observations, it is clear that an
alternative non-visual interface is needed that enables users to con-
veniently navigate the menu items, while also providing an option
to query specific information in the menu. Specifically, the inter-
face must enable convenient perusal of menu items, with the items
arranged in a simple linear list. All information about a menu item
should also be available at one place in the alternative interface, i.e.,
where the menu item is listed, irrespective of how the information
is scattered in the original menu. Guided by these findings, we
designed and developed the AccessMenu prototype interface which
is described next.

4 SYSTEM DESIGN
4.1 AccessMenu Overview
Figure 2 presents the operational workflow of AccessMenu, em-
bodied as a browser extension, that generates an alternative screen
reader-friendly interface to peruse menu items. On any restau-
rant’s webpage that contains the menu, users can access the Ac-
cessMenu’s alternative menu interface using the ‘Ctrl+J’ keyboard
shortcut. Specifically, this hotkey triggers the following sequence
of operations in the background: (i) Extract the menu items from
the image menu by instructing a multimodal large language model
(MLLM) with a custom crafted prompt; and (ii) Use the MLLM out-
put to re-render the information of menu items in the AccessMenu’s
conveniently-navigable linear menu interface. The AccessMenu’s
interface also enables the user to issue natural language queries
(e.g., list only the gluten-free items in the menu) to obtain specific
information about the menu in the interface.

For extracting the menu items using an MLLM, we adopted the
Chain-of-Thought (CoT) prompting strategy [87], where we care-
fully handcrafted ‘reasons’ or ‘thoughts’ to ensure that the MLLM
accounted for the unique aspects of information presentation in
menus, for instance, use of icons or symbols (e.g., a leaf) next to
items with the legend describing these icons/symbols (e.g., vegan)
placed somewhere else in the menu. In the prompt, we also in-
cluded instructions for the MLLM to generate the output or the
‘menu model’ as a collection of JSON objects (i.e., one object per
menu item) to ensure consistency and prevent potential ‘phantom
information’ arising from model hallucinations. For supporting
users’ natural language queries, we again crafted a custom CoT
prompt with guardrails and few-shot examples [19] to ensure that
the MLLM strictly based its responses on the extracted menu model.
The MLLM output in this case too was in JSON format, to facilitate

convenient rendering of the query responses in the AccessMenu’s
interface. The details of AccessMenu are provided next.

4.2 Extraction of Menu Data Items
When a user presses the ‘Ctrl+J’ keyboard shortcut to access the
AccessMenu’s interface, AccessMenu first captures a series of menu
images and sends them to a backend server. This raw input of
menu images are diverse and complex comprising a mix of textual,
graphical, and decorative elements. These images are then used as
input contextual information in a custom ‘prompt’ for instructing an
MLLM to accurately extract menu items. We specifically employed
Chain-of-Thought (CoT) prompting [87], given its suitability for
this task. A snippet of our custom prompt template is shown below.

CoT Prompt Template for Menu Item Extraction

Menu: [INSERT MENU IMAGES HERE]
Task: Extract structured menu info from an image with proper
categorization, icon detection, and JSON formatting.
Steps:

(1) Extract all visible text from the image and identify menu
headers, item names, prices, and descriptions.

(2) Detect visual cues such as icons (e.g., a red chili) and style
differences (bold titles, colored texts) and cross-reference
with any provided legend.

(3) If no legend is present, infer icon meanings using com-
mon conventions (e.g., a red chili icon indicates spici-
ness).

(4) Apply a rigid [JSON schema] to enforce consistent struc-
ture.

(5) Filter out extraneous elements like watermarks, dis-
claimers, and decorative texts.

Examples:
• Input: Image of a restaurant menu
• Raw Text Output: [Lunch Specials, Spicy Chicken

Burger $8.99, Caesar Salad $6.99, . . . ]
• Reasoning Steps: [Detected section header “Lunch Spe-

cials” ... parsed item “Spicy Chicken Burger” with price
“$8.99” ... inferred red chili icon implies “spicy” for “Spicy
Chicken Burger” ... filtered out decorative footer text ...
structured data using the designated [JSON schema]]

• Final Output:
{

"menu_items": [
{

"name": "Spicy Chicken Burger",
"description": "Grilled chicken ...",
"icons": ["spicy"],
"price": "\$8.99"

},
...

]
}

As shown above, the prompt comprises different components: (i)
Menu snapshots; (ii) Task description; (iii) Sequence of reasoning
steps; and (iv) Demonstrative examples. Notice how the reasoning
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Figure 2: Architecture of AccessMenu consists of two phases: (a) Phase 1 - Information Extraction and (b) Phase 2 - Question
Answering.

steps are designed to accommodate the unique aspects of restaurant
menus such as spatial relationships, legends, icons, and symbols. As
shown, the prompt also instructs the MLLM to structure the output,
i.e., the extracted list of menu items, as a collection of JSON objects
adhering to a pre-defined fixed schema for ensuring structural
and processing consistency. Lastly, the prompt also ensures that
the MLLM filters out extraneous elements such as watermarks,
disclaimers, or promotional text. The final JSON output, which
we henceforth refer to as ‘menu model’, is stored in the back-end
server memory for the session, serving as the knowledge base for
responding to subsequent user queries (refer to Section 4.3).

4.2.1 Evaluation. To evaluate the extraction performance of our
approach, we collected a diverse dataset of 50 menus. The dataset
was curated based on criteria such as cuisine type, menu format (e.g.,
à la carte, set menus), and geographical location to ensure diversity
in both content and presentation styles. The dataset included menus

of different layouts, with varied information structures, ranging
from simple item listings to complex hierarchical representations
featuring categories, subcategories, and additional legend informa-
tion (e.g., spice level indicators, vegetarian legends). For each of
the 50 selected menus, annotators manually created a ground truth
dataset in JSON format.

We evaluated the extraction performance of three differentMLLMs:
GPT-4o-mini [2], Claude-3-5-Sonnet [1], and Llama 3.2-90B-Vision [3].
To measure the models’ ability to capture the various components
and relationships within the data presented in the menu, we used
three main metrics: (i) Entity F1 Score (EF1): Captured the MLLMs’
ability to extract individual menu elements, such as the names of
dishes, their descriptions, prices, and any relevant legends (e.g., di-
etary symbols like vegan or gluten-free); (ii) Relationship F1 Score
(RF1): Assessed the model’s capacity to understand and extract
associations between different entities. For example, it measured
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how well the model linked menu items to their corresponding leg-
ends (such as indicating spice levels) or associated prices with the
correct items; and (iii) Structural F1 Score (SF1): Evaluated the
model’s ability to maintain the hierarchical organization of the
menu, such as distinguishing between main sections like appetiz-
ers, main courses, and desserts, and further recognizing subsections
or groupings within each category. GPT-4o-mini outperformed the
other models in extracting information from menu images, achiev-
ing an Entity F1 Score of 0.80, a Relationship F1 Score of 0.73, and
a Structural F1 Score of 0.84. In comparison, Claude-3.5-Sonnet ob-
tained an Entity F1 Score of 0.62, a Relationship F1 Score of 0.43, and
a Structural F1 Score of 0.79, while Llama 3.2-90B-Vision achieved
an Entity F1 Score of 0.79, a Relationship F1 Score of 0.61, and a
Structural F1 Score of 0.78. We therefore integrated GPT-4o-mini
in AccessMenu. Note however that AccessMenu follows a modular
architecture, allowing individual components, including the MLLM,
to be easily replaced with a better one if needed in the future.

4.3 Processing Contextual User Queries
To handle menu-related user queries, we again crafted a similar
‘Chain-of-Thought’ prompt [87] with few-shot examples, that in-
structed the LLM (GPT-4o-mini [2]) to comprehend and reason
over the extracted ‘Menu Model’ (refer to Section 4.2) to generate
the expected response. As in case of menu extraction, the prompt
included different components: (i) Task description; (ii) User query;
(iii) Menu model providing the context; (iv) Sequence of reasoning
steps to be considered for generating the output; and (v) Few shot
examples covering a variety of queries. The few shot examples
also included ‘negative’ queries, i.e., queries unrelated to the menu
content, to mitigate the impact of model hallucinations. The design
of other menu-related few-shot examples were influenced by the
participants’ feedback in the earlier interview study. These few-
shot queries ranged from simple filtering (e.g., “List all vegetarian
items.” ) and single-hop reasoning (e.g., “What are the desserts under
$10?” ) to more complex multi-hop reasoning (e.g., “What are the
gluten-free appetizers with a drink under $20?” ), logical and arith-
metic queries (e.g., “Find me a combination of a main dish and a
dessert for less than $30, with the main dish being vegetarian.” ), and
suggestive queries (e.g., “What’s a good vegan meal with a drink for
under $25?” ). Lastly, the prompt instructed the MLLM to structure
the output in JSON, which AccessMenu then parsed to render the
response in its menu interface.

4.3.1 Evaluation. To evaluate the quality of responses generated
by our method for user queries, we conducted a study using five
restaurant menus wherein we invited 10 research volunteers to
interact with the menus and pose various menu-related questions.
Each volunteer was provided with 10 minutes per menu, allowing
them to explore and query each of the five menus within a 50-
minute study window. The MLLMs’ responses to these questions
were then evaluated against the ground truth using the F1 Score,
with a final score of 0.83, indicating high similarity (generated vs.
ground truth) and strong overall performance. The inaccuracies
were primarily due to the model’s difficulty in understanding re-
lationships between items placed far apart in the menu. In some
other cases, ambiguity in the user’s phrasing contributed to errors
in the responses. For example, when a user asked, “Give me the

healthiest main course dishes,” without specifying the criteria for
“healthy” (e.g., low calorie or vegetarian), the system’s response
varied from what the user expected. In such instances, AccessMenu
occasionally produced a response that did not fully align with the
user’s intent in the query.

4.4 User Interface
The AccessMenu’s menu interface comprises a query form, a submit
button and a voice-input button at the top followed by a list of
extracted menu items displayed as an accordion. The accordion is
made up of vertically stacked headers representing the names of
items from the menu, which, upon activation (using the ENTER
key), expand to reveal further details about each item (refer Figure 1).
The interface was carefully crafted to enable easy navigation using
simple TAB, ENTER, and ARROW shortcuts. Moreover, the web
elements were optimized for accessibility, employing tab-index and
ARIA (Accessible Rich Internet Applications) attributes [74]. The
tab-index attribute specifies the sequence where elements would
gain keyboard focus, whereas the aria label offers users additional
information about the web element. By default, upon the interface
activation, the initial focus is set to the ‘Query’ form, allowing users
to smoothly transition between the form, the control buttons, and
the accordion via TAB/SHIFT+TAB or ARROW shortcuts. When
the user poses a query, the interface (if needed) simply refreshes
the list of menu items in the accordion based on the MLLM output.
Responses to factual or invalid queries (e.g., what is the price of
omelette? Why is omelette so expensive?) on the other hand are
simply voiced out.

4.5 Implementation Details
We implemented AccessMenu as a web browser extension, adher-
ing to the open-source guidelines provided by Google for Chrome
extensions3. When AccessMenu is activated, a service worker ini-
tializes and listens for specific browser events, such as the loading
or closing of a page. Once a menu webpage is loaded, content
scripts are dynamically injected into the page. These JavaScript
files interact with the parent extension code and have access to the
webpage’s DOM, allowing AccessMenu to modify and enhance the
page as needed. To capture menu snapshots, AccessMenu leverages
the services of a Selenium driver [29]. These menu snapshots that
serve as the preliminary input for subsequent extraction process
are sent to the backend server via a POST request. The backend
server was built using Django Rest Framework4 and Python mod-
ules were used for all inter-module communication. Integration
of the MLLM into AccessMenu was done using the LangChain
framework5, which is known to seamlessly orchestrate query pro-
cessing and response generation. Additionally, the backend was
containerized using Docker6 to ensure a consistent environment
across different systems, simplify dependency management, and
enable seamless deployment.

3https://developer.chrome.com/docs/extensions/mv3/devguide/
4https://www.django-rest-framework.org/
5https://python.langchain.com/docs/get_started/introduction
6https://www.docker.com/
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5 EVALUATION
We conducted an IRB-approved user study with 10 blind screen
reader users to assess the effectiveness of AccessMenu and compare
it with the status quo OCR-based assistive tool.

5.1 Participants
We enlisted 10 participants with visual impairments (6 female, 4
male), averaging 47.3 years old (Median = 47, SD = 12.7, Range
= 23-66), recruited through email lists and snowball sampling. To
preserve external validity, we ensured that there was no overlap
between the participant groups in this study and the previous in-
terview study. The inclusion criteria required the participants to be
proficient in web browsing using the JAWS screen reader, as the
study was conducted on the Windows OS platform with JAWS in-
stalled as the primary screen reader. Moreover, familiarity with the
JAWS Convenient OCR feature [71] was essential, as this was the
study baseline condition for assessing AccessMenu. All participants
reported accessing online restaurant websites at least once a week.
Participant demographics are detailed in Table 1. No participant
reported having other difficulties (e.g., hearing, motor control) that
could possibly affect their ability to perform study tasks.

5.2 Design
In a within-subject experimental setup, the participants were asked
to freely explore the contents of a restaurant menu under the fol-
lowing two conditions:

• OCR – The participants were allowed to interact with the
textual output generated by JAWS Convenient OCR [71] to
access the menu content.

• AccessMenu – The participants were allowed to interact
with the AccessMenu’s alternative user interface to access
the menu content.

We chose this free-form exploration task to emulate real-world
scenarios where people typically start perusing menus freely with-
out any specific focus. The participants were also asked to think-
aloud during menu exploration. To minimize any learning effects,
we ensured that menus from the same restaurant were not used
more than once when performing the tasks under different condi-
tions. Instead, we selected menus from two different restaurants
for the two conditions. The assignment of restaurant menus to
conditions and the ordering of conditions were counterbalanced
across the study participants using the well-known Latin-square
method [17]. A maximum of five minutes was allotted for each task.

5.3 Apparatus
The study was conducted using aWindows-based Lenovo ThinkPad
laptop equippedwith all the required software, including the Google
Chrome browser, the AccessMenu Chrome extension, and the JAWS
screen reader with JAWS Convenient OCR installed. An external
QWERTY desktop keyboard was plugged in since all participants
mentioned that they were familiar with the standard keyboard
during the recruitment process.

5.4 Procedure
The experimenter began the study by obtaining the participant’s
informed consent and explaining the objectives of the study to the
participant. The experimenter then allowed the participant to get
familiar with AccessMenu and also configure the screen reader
parameters according to their preferences. This was done to ensure
that the participant’s comfort level with the study apparatus was
more-or-less similar to that with their own computers at home.
The experimenter then asked the participant to complete the study
tasks according to the predetermined counterbalanced order. After
each task, the experimenter administered the SUS and NASA-TLX
questionnaires [18, 32] to obtain feedback regarding the usability
and task workload respectively for the corresponding study condi-
tion. All conversations were in English and the participants were
compensated $25 for their time. Each study lasted about 45 minutes.

5.5 Data Collection and Analysis
Other than the SUS and NASA-TLX responses, we also recorded
the participants’ think-aloud utterances while doing the tasks as
well as the number of items covered in each task. The experimenter
also noted down any peculiar screen reader behavior from the
participants while doing the tasks. We analyzed the SUS and TLX
responses using standard descriptive and inferential statistical meth-
ods. Qualitative data was transcribed and analyzed using open
coding and axial coding [69] to identify key insights and themes
recurring in the data. We detail our findings next.

5.6 Results
5.6.1 Average number of items covered. All participants fully
used the allotted 5 minutes exploring the menu in all the tasks. On
average, the participants perused 14.6 items (Median = 15, Mini-
mum = 7, Maximum = 28) under the OCR condition and 30.5 items
(Median = 31.5, Minimum = 21, Maximum = 36) under the Ac-
cessMenu condition. This difference was found to be statistically
significant (Wilcoxon signed rank test, Z = 2.76, W= 0, p = 0.005).
Qualitative analysis of the participants’ think aloud responses and
experimenter’s notes revealed the causes underlying this significant
difference in the number of items covered between conditions. In
the OCR condition, the participants were frequently complaining
of getting confused by the screen reader output, and therefore they
spent extra time going back-and-forth listening to the same content
multiple times in order to not only comprehend it but also discover
boundaries between the different menu items. Such an issue was
not observed in the AccessMenu condition, where the participants
went through the list one-by-one in a linear fashion. Also, in the
OCR condition, the participants spent time searching for desired
information regarding a group of items (e.g., “glutten-free options”),
whereas in the AccessMenu condition, they avoided this overhead
by simply asking the AccessMenu to filter the menu via a natural
language command.

5.6.2 Accuracy of query responses. Overall, 108 queries were
issued by the participants during the study, with an average of
10.8 commands (𝜎 = 1.03) per participant. A manual inspection of
the generated AccessMenu responses to these questions revealed a
precision of approximately 0.71 and a recall of 0.85, resulting in an
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ID Age Gender Age of
Vision Loss

Occupation Preferred
Screen Reader Proficiency

P1 43 M Cannot remember Unemployed JAWS Intermediate
P2 66 F Since birth Self-employed JAWS Advanced
P3 38 F Cannot remember Student JAWS Beginner
P4 53 M Age 3 Self-employed JAWS Intermediate
P5 37 F Since birth Social worker JAWS Intermediate
P6 63 M Since birth Corporate JAWS Expert
P7 59 F Cannot remember Teacher NVDA Advanced
P8 40 M Age 5 Unemployed JAWS Intermediate
P9 51 F Since birth Corporate JAWS Expert
P10 23 F Since birth Student NVDA Beginner

Table 1: Demographics of blind participants in the evaluation study. All information was self-reported.

F1 score of 0.77. Error analysis revealed that the majority of inaccu-
racies (82.3%) were caused by ambiguities in user queries and issues
in transcribing complex menu items from voice input. Ambiguous
questions often led to filtering errors; for instance, when a user
asked for “light snacks,” the system struggled to interpret “light” as
it could refer to either low-calorie items or small portions. Addition-
ally, voice transcription errors occurred with complex menu item
names (e.g., Wagyu with Béarnaise Sauce) leading to inaccuracies
in response generation.

5.6.3 Usability and TaskWorkload. The System Usability Scale
(SUS) questionnaire [18] asks participants to respond to alternating
positive and negative Likert items on a scale from 1 to 5, where
1 indicating strong disagreement, 3 representing neutrality, and
5 representing strong agreement. These responses are combined
into a single usability score between 0 to 100, with higher scores
reflecting better usability. As shown in Figure 3a, the AccessMenu
condition received significantly higher SUS ratings (Average (𝜇)
= 69.25, Standard Deviation (𝜎) = 16.36) compared to the screen
reader OCR condition (Average (𝜇) = 46.25, Standard Deviation (𝜎)

Figure 3: (a) System usability scale (SUS) and (b) NASA Task
Load Index (NASA-TLX) for the two study conditions.

= 11.25), as determined by a one-way ANOVA (𝐹 = 12.08, 𝑝 < 0.005,
𝜂2 = 0.40). The relatively high effect size suggests a strong influence
of the condition on SUS ratings.

An in-depth examination of the System Usability Scale (SUS)
responses illuminated the specific items that contributed more
significantly to the observed variations in usability scores between
the conditions. In particular, responses to statement 1 (I would like
to use this system regularly), statement 3 (I found the system simple
to use), statement 8 (I found the system unnecessarily complex), and
statement 9 (I felt confident while using the system) displayed the
most noticeable differences. The AccessMenu condition received
consistently positive feedback on these items, while the screen
reader OCR condition received unfavorable feedback. Although
the responses to other SUS items followed a similar pattern, the
differences were relatively less pronounced.

The NASA Task Load Index (NASA-TLX) questionnaire [32] is
typically used to assess participants’ perceived workload while
doing the tasks. NASA-TLX scores also range from 0 to 100, but
lower ratings indicate better performance, i.e., reduced taskload. We
observed that there was a significant impact of the study conditions
on the NASA-TLX scores (ANOVA test; 𝐹 = 161.26, 𝑝 < 0.005).
Specifically, the TLX scores for the AccessMenu condition (Aver-
age (𝜇) = 48.03, Standard Deviation (𝜎) = 6.03) were significantly
lower than those for the screen reader OCR condition (Average (𝜇)
= 77.93, Standard Deviation (𝜎) = 3.67), suggesting a substantial
reduction in perceived workload when using the proposed system
(Figure 3b). A deeper inspection of the individual ratings revealed
that responses to the Mental Demand, Effort, and Frustration sub-
scales contributed relatively more to the difference in TLX scores
between the conditions than those to the other subscales.

5.6.4 Qualitative Feedback. Qualitative analysis of the partici-
pants’ feedback revealed the following notable themes:
Exploring menu items with screen reader OCR was cum-
bersome. All participants reported experiencing fatigue and frus-
tration when interacting with restaurant menus using the default
screen reader OCR feature. The primary challenges contributing to
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this experience included mentally linking scattered pieces of infor-
mation, difficulty in locating specific content, and a need for memo-
rization. As P2 explained, “You have to listen back-and-forth and
figure out on your own, what are all related to each other and what
are not. The entire structure is complex without a proper order,
so it is challenging to search for specific items I am interested in.”
Towards this, four other participants also expressed a preference
for a system feature that will enable them to maintain a “favorite
list”, which the system can then use to automatically filter the items
in the menu.
AccessMenu was perceived to be easy to learn and use. A
majority of the participants (8) attributed their high usability ratings
for AccessMenu to its simplicity and very short learning curve.
They noted that memorizing a few shortcuts to access and navigate
the AccessMenu’s interface was a reasonable trade-off, given the
substantial advantage of reduced navigation effort with the content.
Challenges inmenu search andplatform-widefiltering.Nearly
half of the participants pointed out the lack of personalization in
menu searches. Specifically, they asked if they had to go through the
same search process of issuing the same queries when they accessed
different menus while comparing restaurants. As P9 stated, “I want
my previous search to carry over when I move to a different menu
instead of typing it again.” Additionally, a few participants empha-
sized the need for filtering at a platform-wide level rather than
being limited to individual restaurant menus. They explained that
while filtering menu items within a restaurant is helpful, the ability
to search and filter across the menus of multiple restaurants, e.g.,
by relying on Google Maps platform, would be significantly more
beneficial. Towards this, P3 noted, “It would be helpful if I could just
search for a type of food or dietary preference across all available
restaurants, rather than going through each one separately.”

6 DISCUSSION
6.1 Limitations
A notable limitation of our evaluation study was that the selection
of restaurant menus was confined to those with high extraction ac-
curacy. While this strategy aimed to reduce confounding variables,
it inadvertently restricted our capacity to assess the AccessMenu
‘in-the-wild’, i.e., in the presence of extraction inaccuracies. Future
work should explore how blind participants respond and adapt to
potential extraction errors, providing insights into the system’s
effectiveness under less ideal conditions.

Another limitation is that AccessMenu can presently support
only restaurant menus in English. In real-world scenarios, menu lan-
guages often vary based on geographical location, reflecting local
linguistic preferences. Extending our method to support multilin-
gual restaurant menus is a promising direction for future research,
allowing for broader applicability of our work.

The third limitation relates to the inherent latency associated
with large language models such as GPT-4o-mini. While none of
the participants reported any noticeable latency issues when using
AccessMenu, this may not fully capture real-world scenarios where
delays could potentially impact user experience. In future work, we
aim to optimize the deployment process to mitigate any potential
latency concerns, ensuring AccessMenu operates seamlessly and
efficiently across various use cases.

Lastly, AccessMenu is currently designed exclusively for desktop
environments. Given the widespread use of smartphones and the
growing trend of mobile-based activities, enabling efficient non-
visual web interactions with restaurant menus on smart mobile
devices is essential, which is also in the scope of our future research.

6.2 Platform-Wide Menu Filtering
Our user study highlighted that while filtering itemswithin a restau-
rant menu is helpful for blind users, they would immensely benefit
from the ability to filter items from multiple menus across different
restaurants, i.e., platform-wide level filtering by leveraging services
such as Google Maps, Uber Eats, Grubhub, and DoorDash. Recogniz-
ing the increased adoption of LLM agents [52] in online platforms,
we plan to develop a custom LLM agent that would enable blind
users to issue filter queries at a platform-level, e.g., in Google Maps,
and the agent would respond by providing an assimilated list of
items extracted from multiple menus. The user would be able to
therefore compare the items ‘in-one-place’ before deciding on the
restaurant for ordering food.

6.3 Personalized Query-Based Menu Filtering
In our user study, we identified a need for personalization. Specifi-
cally, the participants wanted AccessMenu to carry over their prior
search queries when navigating different restaurant menus. In the
current system design, user queries are not stored, thereby requir-
ing users to reissue the same query for each new menu, hindering
efficient comparison. To address this, we plan to incorporate a per-
sonalization feature that will store user queries and automatically
apply them (to the best extent possible) on other menus accessed
in the same browsing session. In addition to queries, we also plan
to store and apply user preferences such as allergen-related filters.
For example, if a user requests to exclude items with specific aller-
gens, the system will remember this preference and curate other
subsequently accessed menus accordingly, providing a tailored,
user-centric experience.

7 CONCLUSION
In this paper, we introduced AccessMenu, an intelligent browser
extension designed to enhance the usability of online restaurant
menus for blind and visually impaired (BVI) users who rely on
screen readers. The design of AccessMenu was based on the find-
ings of an interview study with 12 participants, which illuminated
the various pain points and needs of blind screen reader users
regarding online restaurant menus. AccessMenu provides an al-
ternative screen reader-friendly interface to conveniently peruse
information in the menus. The AccessMenu interface also supports
natural language queries, enabling users to swiftly retrieve relevant
information without the need to manually scan the entire menu.
The findings from user evaluations showed that AccessMenu sig-
nificantly improved usability, surpassing the capabilities of status
quo OCR-based solutions.
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